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Abstract: Temporary exhibitions have not only been the oldest, but also the most successful model 

of art mediation (e.g., the Venice Biennale). In this research work, we are interested in the subject of 

preserving periodic exhibitions in the form of an interactive virtual memory to be revisited in the 

future. Although popular forms for doing so include photography, video coverage, and catalogs, 

we are interested in the implementation of a digital “timestamp” that could provide a digital place 

of memory and recall. To do so, we are preserving the physical space of an exhibition through 3D 

digitization technologies, and at the same time, we are digitally encoding the curatorial rationale in 

the form of digitized exhibits, and their documentation in a semantic metamodel. The result is the 

synthesis of a pure digital exhibition that acts as a digital twin of its original version, preserved and 

experienced online as a catalog and virtual tour, and at the same time, available to become im-

mersed in through VR technologies, thus expanding the time and space of its digital existence. 
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1. Introduction 

Temporary and periodic exhibitions seem to be the oldest form of showing works of 

art. Before the establishment of annual exhibitions of art, regular exhibitions were a 

monopoly of the guilds [1]. In this paper we study them in conjunction with the term of 

virtual museums (VMs) which have been established to identify the provision of digital 

means for establishing access to collections and heritage sites [2]. Such museums are 

typically considered duplicates of real museums or online collections of museum items, 

delivered through multiple technologies [3,4]. In the same context, on-site interactive 

installations have appeared as VM services intended to complement a typical museum 

visit [5]. A common characteristic in modern VMs is the usage of reconstruction tech-

nologies to provide digital representations of monuments, heritage sites, sites of natural 

heritage, etc., and thus, defining the best practices for virtual archaeology [6,7]. 

Despite the technical evolution and theoretical benefit stemming from VMs that 

bring together content from all over the world, in practice, there were and still are con-

siderable limitations [8]. From a technical perspective, a major limitation of VMs is that, 

in most cases, they are implemented ad hoc in terms of the digital content, curated in-

formation, and interaction metaphors. In this research work, we deal with this major 

limitation by providing a systematic methodology, and by proposing the technical tools 

to support the implementation of VMs that can preserve and present temporal cultural 

heritage (CH) exhibitions. In this way, we aspire to address the volatility of the infor-

mation and content of temporal exhibitions, and at the same time, boost the authoring of 

VMs by supporting curators at all stages of the VM preparation. At the same time, to 

Citation: Pervolarakis, Z.; Agapakis, 

A.; Xhako, A.; Zidianakis, E.; 

Katzourakis, A.; Evdaimon, T.;  

Sifakis, M.; Partarakis, N.; Zabulis, 

X.; Stephanidis, C. A Method and 

Platform for the Preservation of 

Temporary Exhibitions. Heritage 

2022, 5, 2833–2850. https://doi.org/ 

10.3390/heritage5040147 

Academic Editor: Roberto Scopigno  

Received: 22 August 2022 

Accepted: 22 September 2022 

Published: 26 September 2022 

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional 

claims in published maps and insti-

tutional affiliations. 

 

Copyright: ©  2022 by the authors. 

Licensee MDPI, Basel, Switzerland. 

This article is an open access article 

distributed under the terms and 

conditions of the Creative Commons 

Attribution (CC BY) license 

(https://creativecommons.org/license

s/by/4.0/). 



Heritage 2022, 5 2834 
 

 

enhance the realism of the created VMs and their content-provision capabilities, we in-

tegrate the means for importing digital reconstructions of objects and sites, and for cre-

ating semantic narrations on CH exhibits to support their improved presentation. 

The proposed methodology and technical aids are demonstrated through a use-case 

VM exhibition that was created to preserve an actual physical exhibition hosted by the 

Municipality of Heraklion between 15 May and 27 June 2021 in the Basilica of Saint Mark. 

2. Background and Related Work and Methods 

2.1. 3D-Reconstruction Technologies for Heritage Sites 

The three-dimensional (3D) digitization of an object is today considered a 

well-established technology, mainly due to the existence of mature software technologies 

and hardware (e.g., [9]). Among these, photogrammetry is one of the technologies that is 

most commonly used in obtaining, measuring, and interpreting information about an 

object [10]. Photogrammetry software (e.g., [11,12]) requires a lot of high-resolution im-

ages from different angles, and it can operate on a high-end computer, on the cloud, or 

even from a simple mobile application. For example, in the ARCO pipeline [13], stereo-

photogrammetry is the main tool that is used to create 3D representations of museum 

artifacts to produce a fully digital exhibition. This technology is even now being acceler-

ated, both in terms of the time and memory complexity, by neural networks and deep 

learning [14,15]. 
Lately, laser scanning for scanning environments has proven to be a very efficient, 

accurate, and robust modality. It provides a direct point measurement on the line of 

sight of every radius within its view sphere at a configurable resolution and an angular 

breadth of approximately 270 degrees of the solid angle. Another significant advantage 

is that each scan takes place automatically, and at a reasonable temporal duration. 

2.2. Virtual Exhibitions 

The term virtual exhibition (VE) is used in the digital CH domains in a wide variety 

of forms. In the 2000s, the majority of VEs were focused on Web technologies [16,17]. In 

the early 2010s, the research contributed to basic guidelines for creating interesting and 

compelling VEs [18–20]. In parallel, digital technology was exploring ways of enhancing 

the museum experience through on-site VEs [5,21] and mixed-reality VEs [22–24], and by 

extending the target user population through inclusive technologies [25]. 

Around the same time as [17], Martin White et al. [13] had already presented ARCO, 

which is a complete architecture for the digitization, management, and presentation of 

VEs. ARCO was introduced as a complete solution, at the time, for museums to steadily 

enter the era of 3D VEs, providing both complete 3D VEs, as well as augmented reality 

(AR) capabilities with interactivity elements. Already in 2009, virtual reality (VR), AR, 

and Web3D were widely used to create VEs [26]. Recently, platforms that allow users to 

create interactive and immersive virtual 3D/VR exhibitions have been proposed, such as 

the Invisible Museum platform, which is used by this research work as the authoring 

backbone of the exhibition [27]. Furthermore, recent developments in the Web3D visu-

alization of CH objects have delivered open-source frameworks (such as 3DHOP and 

Smithsonian Voyager) [28,29] for the creation of interactive Web presentations of 

high-resolution 3D models, oriented to the cultural heritage field [30]. 

2.3. VR Technologies for Sites of Cultural Significance 

VR has recently driven research works on VEs [31], including works on VR for vis-

iting CH sites [23,32]. To assess the experience of VR in VEs, recent studies have focused 

on the customer experience in museums, and its enhancement through VR technologies 

[33,34]. All the studies report positive results, and events expand the concept of VEs to 

other business domains by allowing companies, professionals, and industry experts to 

exhibit their work in VEs, acting as trade shows. Lately, these technologies have provided 
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the potential to further expand the presentation of CH to aspects such as the intangible 

dimensions connected to CH objects and sites. Among these, profound examples are the 

reenactment of craft processes that revive traditional or lost processes and techniques 

[34]. In this context, with the help of MoCap technology, the intangible dimension of 

motion and the dexterous manipulation of tools are transferred to the virtual world to 

create engaging cultural experiences [35–37]. 

2.4. Main Contributions of Our Approach 

In this research work, we provide a holistic way to preserve and experience tem-

poral exhibitions by extending their “life” and impact in the digital world. In addition to 

the obvious benefits of this approach, we consider several important contributions. First 

of all, we are providing the option to preserve the space and setup of the original exhibi-

tion, which is important for delivering the curatorial rationale of the exhibition to visi-

tors. Second, we systematize the curation of digitized artifacts following the standards of 

the CH domain. Third, we provide alternative ways to document a wide variety of pos-

sible exhibitions, which could include paintings, pictures, videos, objects, etc., with the 

possibility of expanding to the coverage of more complex exhibits, such as, for example, 

performances. Fourth, we provide the possibility of breaking the boundaries of the actual 

physical exhibition by selecting an alternative digital exhibition space. Finally, we deliver 

the digital exhibitions in various forms, to be experienced as a catalog, individual exhib-

its, a 3D VE online, or even immersion in a VR tour in the digital memory of the exhibi-

tion. By all these means, we extend previous research works on the methodologies and 

platforms for the implementation of VMs (e.g., [38–42]) in several directions, including 

knowledge representation, semantic authoring, Web3D editing, cross-platform 

Web-based rendering, etc. 

3. Method 

3.1. Overview 

A generic methodology is provided that could support the preservation of temporal 

exhibitions in digital form, and that can be applied to various forms of physically in-

stalled exhibitions. The overall methodology is presented in Figure 1. 

 

Figure 1. Proposed methodology for the preservation of temporal exhibitions. 

Following the proposed methodology, the first step of the process is to collect rich 

documentation of the exhibition to be preserved. Such information regards already 

available digital assets, such as the photographic documentation of exhibits, exhibition 

catalogs, etc. The existing information is complemented with further onside documenta-

tion, mainly to capture the nondocumented parts of the exhibition, and to perform 3D 

reconstructions of physical artifacts. In the latter case, a mixture of 3D-reconstruction 
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technologies can be employed in a nonintrusive way, such as photogrammetry and li-

dar-based 3D scanning. The outcome is a collection of digital assets to be digitally curated 

later on in the process. 

At this stage, a decision point regarding whether the VE will be based on the phys-

ical exhibition, or a new architectural setting, is preferred. In the first case, the original 

exhibition should be digitized while it is still running by using a mixture of 3D digitiza-

tion technologies, with a major modality being the architectural laser scanning comple-

mented with photographic documentation and photogrammetry. 

The results of the digitization undertake several steps, including the synthesis of 

different scans to implement the synthetic model of the exhibition, and the optimization 

of the 3D model so that it is appropriate for real-time rendering on the Web and in VR. In 

the second case, the design of the digital exhibition is performed online by facilitating the 

exhibition designer of the Invisible Museum platform. The outcomes of both variations of 

the methodology are the shell of the exhibition in a digital form as a 3D model. 

In the third step of the provided methodology, the rich digital documentation ac-

quired during the first step of the process is curated. This process regards the integration 

of digital assets to the authoring platform and the data curation of exhibits. Curated ex-

hibits contain social and historic information, together with alternative digital represen-

tations of their documentation, as well as information on the physical constraints and size 

of their integration into a virtual space. The outcomes of this process in the catalog of the 

exhibition are digitally curated online. Of course, at this stage, several translations of the 

information can be provided to complement the digital presentation of the exhibition in 

different languages. 

In the fourth step of the methodology, the exhibition is curated again in a digital 

form. This regards the selection and placement of digital exhibits in their locations in the 

digital exhibition. For this process, in this research work, we employ the exhibition de-

signer provided by the Invisible Museum platform [27]. 

The final step of the methodology is making the exhibition available online in al-

ternative forms. This is performed by publishing the exhibition and selecting among the 

supported rendering modalities (3D, VR 3D, online browsing). 

3.2. Critical Decision Points on the Proposed Method 

Because the proposed methodology makes assumptions about the optimum tech-

nology to be used in several steps, in this section, we provide clarifications on the ra-

tionales behind the key decision points. 

One of the main overheads of the method is in Step 2, when the task is to produce a 

digital replica of the actual physical installation. Here, we propose the usage of laser 

scanning instead of the cheaper and more widely available technologies of photogram-

metry and panoramic images. Furthermore, one could argue that building the 3D model 

from a modeling tool would be an easier and more intuitive solution. 

Regarding the latter, in the methodology, we integrated an online authoring envi-

ronment for the modeling of simple interior spaces that could support the exhibition, and 

thus, a simple user model can be easily created by inexperienced users. Regarding the 

former case, the rationale for the proposal of laser scanning technology instead of pho-

togrammetry is threefold: first, in internal spaces, there are great variations in light; sec-

ond, pictures do not have a wide field of view; third, most internal spaces have white 

walls. All these issues result in the fact that photogrammetry algorithms are not capable 

of detecting a sufficient number of features to produce a decent textured and meshed 

model. Another complementary constraint is the difficulty of registering different pho-

togrammetric scans of different locations/exhibition rooms. Furthermore, when obtaining 

a low-poly model out of photogrammetry with rich texture information, there is always a 

need for the significant postprocessing of the low-poly model because errors in the pho-

togrammetric reconstruction result in severe implications in the rendering of geometric 

structures. 
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Regarding panoramic images, these are sufficient for a static 3D virtual museum, in 

which the visitor accesses predefined locations. In this paper, we are focusing on 

providing a richer experience and a sense of being there. We argue that the loss of the 

experiential part is significant in panoramic images due to the limited navigation and 

supported interaction. Furthermore, as presented in Step 5 of the methodology, by fol-

lowing the presented approach, the result is a digital environment that can be rendered 

on the Web, as a 3D desktop app, and as a VR experience, which thus greatly extends the 

possibilities of supporting different presentation media. 

4. The Invisible Museum Platform 

As presented in the previous section, for the needs of authoring the digital version of 

the exhibition, the Invisible Museum platform was employed [27]. The platform main-

streams the authoring of the curatorial rationale online by supporting many variations of 

the digital representations of exhibits linked to sociohistoric information encoded with 

the help of knowledge representation standards. In more detail, the content represented 

using the Invisible Museum platform adheres to domain standards, such as The Con-

ceptual Reference Model of the International Committee for Documentation of the In-

ternational Council of Museums (CIDOC-CRM [43]), and the European Data Model [44]. 

Furthermore, the platform facilitates natural language processing to assist curators by 

generating ontology bindings for textual data. The platform enables the formulation and 

semantic representation of narratives that guide storytelling experiences and bind the 

presented artifacts to their sociohistoric contexts. 

The main features of this platform that are exploited by this research work are re-

lated to: (a) the authoring of user-designed dynamic VEs, (b) the implementation of ex-

hibition tours, and (c) visualization in Web-based 3D/VR technologies. 

5. Use Case 

To validate the proposed approach, a use case was implemented using an actual 

physical exhibition as a use case, hosted by the Municipality of Heraklion between 15 

May and 27 June 2021 in the Basilica of Saint Mark. 

5.1. The Exhibition 

On the occasion of the 80th anniversary of the Battle of Crete, the Municipality of 

Heraklion, in co-organization with the Region of Crete and the Historical Museum of 

Crete, held an exhibition of documents and memorabilia from the Battle of Crete. The 

exhibition focused on the historical events related to the Battle of Heraklion, up to and 

including the day the city was occupied by the Germans (1 June 1941). The exhibition in-

cluded historical relics, such as rare uniforms, accouterments, weaponry, and personal 

items of the soldiers of the warring forces, the Greek and Allied forces who had under-

taken the defense of the island, and the Germans who attacked on 20 May 1941 (see Fig-

ure 2). 
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Figure 2. A view of the temporal exhibition at the Basilica of Saint Mark. 

5.2. Collection of Sociohistoric Information on the Exhibition 

The exhibitions discussed in this paper are curated temporal exhibitions that are 

hosted in physical locations and digitized by this research work to be preserved for fu-

ture reference and digital visits. This fact simplifies the process of collecting sociohistoric 

information because such information is already present as part of the exhibition setup. It 

is interesting though that, in this step, there is the possibility of actively collaborating 

with the exhibition curators to enhance the depicted and presented information, as a new 

medium is to be supported. This can be performed by extending the information ele-

ments with more digital information than that presented in the physical exhibition, and 

with sociohistoric narratives that relate to the virtual exhibits. 

In the case of this use case, the close collaboration with the curator of the exhibitions 

allowed us to enrich their digital form with extra information and sources that enhance 

the information part preserved. 

5.3. St. Marcos Basilica Model Implementation 

A key aspect of this work, and our most important requirement, was to capture the 

original topology of the Basilica of Saint Mark using laser scanning and photographic 

documentation. 

5.3.1. Laser Scanning 

The laser scanning of the Basilica of Saint Mark proved to be one of the main chal-

lenges of this research work because it was not possible to scan the monument while 

hosting the exhibition, but only after its closing. The main reason for this was the occlu-

sions due to the structures installed for hosting the exhibits. Thus, it was decided to scan 

the clean monument after the removal of all the structures. This minimized the potential 

scanning problems, leaving us with the decision as to the appropriate scanning strategy. 

The main challenges were that the Basilica contains ten large columns that produce par-
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tial occlusions in all the possible scanning areas, and the huge chandeliers on the roof 

pose challenges both for the reconstruction of the roof and for their reconstruction as 

structures of the Basilica. 

For the formulation of our strategy, we followed the approach formulated by the 

Mingei protocol for craft representation [45], as analyzed in The Mingei Handbook re-

garding the best practices on the technology usage for digitization [46]. Based on these 

guidelines, we decided to facilitate laser scanning instead of photogrammetry, and we 

carefully designed the scanning experiment to minimize the scanner positions. This con-

tributed to a reduction in the scanning time while still allowing us to scan the entire 

structure, as presented in Figure 3. In this topology, the optimal scan locations are pre-

sented to acquire partial overlapping scans that can, in turn, be registered to produce the 

synthetic model of the Basilica. 

The scans were acquired in a single full-day session. Each scan took approximately 

20 min, and 18 scans were acquired. 

 

Figure 3. Graphical representation of the laser scanner positions used for data acquisition. 

3D Point-Cloud Synthesis 

Overall, 18 scans of the monument were acquired and registered to create a point 

cloud that combined the information from all the scans. In Figure 4, different views of the 

synthesized point cloud are presented. In each view, the position of the laser scanner can 

be seen in the form of a grey-colored cube. 
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Figure 4. Registered 3D point cloud. 

3D Model Creation and Optimization 

For the implementation of the 3D model of the Basilica, the eighteen LiDAR Faro 

scans that were acquired were used. These scans can capture accurate distances with the 

quality geometric representation of the real shapes and colors of the structures, although 

blind spots remain, which are areas that have obstacles during the scanning process that 

do not overlap, meaning that even the densest point-cloud mesh suffers from empty 

patches of geometry. Small geometric artifacts that arise from each scan multiply as they 

automatically merge by the underlying point-cloud technology, introducing errors in 

both the accuracy and aesthetic appearance. Not merging the overlapping geometries of 

the individual scanned meshes makes for an unpleasant appearance, and the models are 

often unusable, other than a reference point, as even the best systems cannot drive the 

geometry for real-time VR applications. Polygon decimation is very limited, and it in-

troduces extra issues, such as polygonal invisibility, duplication, and overlapping, and it 

usually expands any blank areas. Correcting these errors is a tedious process (see Figure 

5). 
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Dense LiDAR scan meshes Simplified Retopology 

Figure 5. Dense LiDAR scan meshes vs. simplified retopology. 

At this point, artistic-driven retopology was used for the final geometric mesh as a 

means of balancing between the lesser geometric accuracy vs. optimization and geomet-

rical fixes to alleviate structural errors and omissions. It has the benefit of a reduced ver-

tex overhead, while the underlying geometric details can be made up by using normal 

mapping extraction. The information can be simplified enough that even a complicated 

structure can be run using an Internet browser, enabling access to the public (see Figure 

6). For documentation and feature-preservation purposes, a uniform texture distribution 

is required, but for VR and AR reproduction, a higher-fidelity distribution near the parts 

that a user is most likely to experience is preferable. 

 

 

Simplified mesh. Wireframe 

 

Extracted normals texture Shaded example: Albedo with normal mapping mesh 

Figure 6. Artistic-driven retopology. 

The 3D application Blender [47] was used for modeling and retexturing the final 

structure. A total of eighteen scans were registered, consisting of 325,000 polygons and 

4K textures each (6.8 million triangles and 352.3 megapixel textures). The retopology 

process involves projecting individual multiple faces and edges onto the dense LiDAR 

polygonal structure to create an approximate structural mesh with an 8K texture (67.1 

megapixels). For uniform texture unwrapping, SmartUV at 30 degrees with a 0.00006 is-

land margin is appropriate for 8K texturing, and any overlapping UVs can easily be cor-

rected. For the texture extraction, the bake output margin is set to 3 px to minimize the 

color bleeding while compensating for any acute-angled triangles in the UVs, and the 

ray distance is set at 4 cm for albedo, and 2 cm for normal. All the individual scan ex-

tractions have alpha transparency, which indicates the overlapping geometries between 
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the retopology mesh and LiDAR mesh, and that is used to mask the overlapping tex-

tures. Extra artistic-driven masks are used to soften the various textures in one unified 

synthesis, which is a process that is also used for normal mapping. The final-texture 

composite can achieve the impression of a higher-fidelity mesh in one simplified mesh. 

The scans are taken at different times of the day, creating uneven lit surfaces, with major 

differences in the white balance (temperature), and to compensate, the best-lit scan is 

used as a guide for the color calibration for the others using RGB curves. To fill the blank 

surfaces, the boundary edges are extracted in a secondary mesh, which is artistically 

filled as appropriate. New UVs are created and downscaled to be equivalent or smaller 

to the target mesh, and they are merged in the empty UV areas. Cloning is used to make 

up for the reimagined parts in both albedo and normal mapping. The final calibrated 

colored textures are presented in Figure 7. Overall, one working week was needed to 

produce the final model. 

  
Uncalibrated colored textures Calibrated colored textures 

 
Calibrated textures using RGB curves 

Figure 7. Producing calibrated colored textures. 

5.4. Digital Curation 

5.4.1. Data Curation 

Data curation, in the context of this research work, is conceived of as the process of 

transforming the physical exhibits of the original exhibition into digital ones, as well as 

the authoring of the appropriate semantic information that represents the curatorial ra-

tionale of each exhibit. To do so, the data collected during the first step of the proposed 

methodology were employed. The authoring process was conducted using the Invisible 

Museum platform, where several digital exhibits were created. Each of these exhibits was 

authored individually using the form presented in Figure 8. In the form, the details of the 
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exhibit are provided, including its physical dimensions and digital representation (im-

age, video, 3D model, etc.). Furthermore, the option to translate textual information into 

more languages is provided (see Figure 8). 

 

Figure 8. Editing a virtual exhibit. 

To further enhance the presentation of an exhibit, there is an option for creating a 

narration, which, in turn, enhances the information presented for the exhibit within the 

digital exhibition (see Figure 9). The narration is conceptualized with the help of the 

platform as a series of steps, each of which is assigned with a narration segment and a 
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selection of media files. This is different from the physical exhibition, and it allows the 

curator to give a storytelling approach to the presentation of exhibits, or to exploit narra-

tives to provide typical museum guide facilities. 

 

Figure 9. Creating and assigning a narration to a virtual exhibit. 

After the creation of the exhibits and the narrations about the exhibits, the full list 

can be accessed on the corresponding page of the exhibition, as shown in Figure 10. 

 

Figure 10. Virtual exhibits are associated with the exhibition.  
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5.4.2. Curating the Virtual Exhibition 

The curation of the VE is happening via a Web-based authoring system, as shown 

in Figure 11. The main page of the exhibition allows for the authoring of basic textual 

information regarding the VEs, and the setting of language options for its availability. 

For the exhibition to obtain a virtual form, the design process should be initiated by 

loading the exhibition designer. 

 

Figure 11. VE main authoring page. 

The exhibition designer is a Web3D interface, where the authoring of the virtual 

space takes place. In this virtual space, the 3D model of the exhibition created in the 
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second step of the proposed method can be loaded. At this stage, the 3D model only 

presents the space of the exhibition, with no exhibits attached. This is the second step, 

which assigns exhibits in specific locations of the exhibition. Exhibits can be added 

through the pool of curated virtual exhibits presented in the previous section. A snap-

shot of the authoring of the VEs is presented in Figure 12, while examples of placing a 

3D model and a video object are presented in Figure 13. 

Alternatively, although not followed in this use case, there is the option to use the 

exhibition designer to create a new virtual space, and to thus reposition the exhibits to 

create an alternative to the original experience. This feature is very handy in cases where 

the physical space of the exhibition is not of cultural significance, or in cases in which 

the space constraints inevitably affect the curatorial rationale and result in a nonoptimal 

solution. 

 

Figure 12. The main page of the exhibition. 

 
(a) 

 
(b) 

Figure 13. (a) Placement of a 3D exhibit, and (b) placement of a video exhibit. 
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5.5. Publish for Public Access 

When the authoring of the VE was concluded, the use case was made available for 

the public through the website of the Municipal Art Gallery 

(https://heraklionartgallery.gr/en/, accessed on 1 August 2022), and more specifically by 

following the link https://battleforheraklion1941.gr, accessed on 1 August 2022. 

6. Conclusions, Lessons Learned, and Future Work 

In this paper, we present a methodology for the preservation and presentation of 

temporal exhibitions by facilitating advanced digitization technologies and an authoring 

platform for the implementation of 3D VMs with VR support. For the validation of the 

proposed methodology, we created a VE to preserve a temporal exhibition that was or-

ganized as part of the 80th anniversary of the Battle of Crete by the Municipality of He-

raklion, in co-organization with the Region of Crete and the Historical Museum of Crete, 

between 15 May and 27 June 2021 in the Basilica of Saint Mark. During the application of 

the proposed methodology, we acquired precise laser scans of the Basilica, which were 

merged and postprocessed to create the 3D model of the exhibition. In collaboration with 

the curators of the exhibition, we formulated the sociohistoric information encoded in the 

form of textual information, audiovisual content, and narratives used to data-curate the 

online digital exhibits. Then, using the exhibition designer provided by the Invisible 

Museum platform, we created the digital version of the exhibition, which was made ac-

cessible to the public through the website of the Municipal Art Gallery. 

The implementation of the use case allowed us to first validate our proposed 

methodology, and then to draw valuable conclusions to drive optimizations both of the 

methodology and technology. 

First of all, we are pleased that the proposed methodology as formulated and 

demonstrated was proven sufficient to cover a very challenging use case that combines a 

historical building with a temporal exhibition combining artifacts of several types, di-

mensions, and forms (e.g., small dioramas), including digital information presented on 

site, such as video testimonies and documentaries. Second, we realized that a significant 

part of the time spent implementing the use case was spent on the task of digitizing the 

very complex structure of the Basilica, which was meant to host the VE. We learned from 

this process that, in the context of applying the proposed methodology, a very important 

consideration is to digitize parts of the exhibition that are needed from a curatorial per-

spective. For example, we could save time by creating a simplified synthetic model of the 

Basilica rather than digitizing it. In our case, we followed this approach because the mu-

nicipality is using the Basilica to host temporal exhibitions, and thus, scanning once will 

allow us to reuse the model in the various digital exhibitions to follow. Third, we under-

stood, by working with the curators, that the digital version of the exhibition can be en-

riched with much more information and content that was not selected to be hosted, 

mainly due to the lack of space and resources. The digital version can allow curators to 

work more freely by breaking the space and resource constraints that were applied when 

designing the physical exhibition. Fourth, we realized that, through the digital exhibition, 

we are enhancing the value of the temporal exhibition by giving it a permanent dimen-

sion, thus contributing to the preservation of the curatorial rationale as a temporal 

“reading“ of our CH. Fifth, we understand that the proposed methodology requires sig-

nificant expertise, technical resources, and expertise, and especially during the second 

step of the method, where the task is to produce a 3D digitization of the building. To 

reduce this burden, we integrated an online authoring environment that would allow 

inexperienced users to author simple interior structures to host their exhibitions, which 

radically reduces the effort and expertise needed. This could be further enhanced by us-

ing images from the actual exhibition to produce more realistic textures. We currently 

cannot support the integration of panoramic images because the entire methodology is 

built on the prerequisite that a 3D virtual environment will be available during the au-
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thoring of the virtual exhibition. Finally, on a more philosophical level, the preservation 

of multiple curations over time could provide insights into how the evolution of societies 

affects our appreciation and understanding of CH. 

Regarding future work, an issue that should be taken into consideration is the 

long-term preservation of the digital assets that contribute to the implementation of a VM 

exhibition. To this end, because the semantic interoperability of knowledge is granted 

through the CIDOC-CRM, we are planning to store digital assets in open-linked data 

repositories that are supported by the European Commission, such as Zenodo [48]. This 

has many advantages, as we are safeguarding the data for long-term preservation, and at 

the same time, we no longer have the burden and responsibility of their long-term 

preservation, while also saving institutional resources. At the same time, through Zeno-

do, the data can be linked back to our VM online. In terms of the technical validation of 

this research work, we are willing to continue the validation of the proposed methodol-

ogy in various circumstances in the future, investing time and effort in the implementa-

tion of use cases that cover the entire range of possibilities that stem from the theoretical 

approach. We expect that this process will require us to revisit the methodology and tools 

for the needed improvements, and thus we are confident that the proposed methodology 

will be further developed and will flourish in the future. 
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